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Abstract: 
Now a day the increase in global death is due to heart disease or heart related issues. So, in 

order to reduce this global death, count early detection of heart disease is very much important. This 

work helps to mainly predict the possibility of heart disease. So, early detection of such disease 

helps to reduce the death rate. The dataset used here is Statlog dataset and it has been downloaded 

from Goggle. It is a publicly available dataset that has been used to build the model and XG-Boost 

has been used for prediction. The platform used for performing this work is Python Jupyter 

notebook which is an open-source web application that helps to perform data visualization, machine 

learning and much more. So, this work mainly focused on DBSCAN, SMOTEEN and XG-Boost. 

DBSCAN for detection of outliers, SMOTEEN for balancing of data and XG-Boost for prediction 

of heart disease.  
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1. INTRODUCTION 

 

Heart disease, as one of the most life-threatening 

diseases, has become one of the most frequent 

diseases that affect both middle and older 

individuals, but younger people are also at risk 

these days. Blood pressure, cholesterol levels, 

changes in ECG, blood sugar levels, heart rate, 

and other parameters are all important in 

monitoring this heart condition. Obesity, smoking, 

drinking, lack of physical activity, eating choices, 

and other factors are among the leading causes of 

heart disease. To address these difficulties, 

academics have discovered or are working to 

develop new technologies such as data mining, 

machine learning, and deep learning, among 

others. Heart disease is on the rise these days, 

owing to poor eating habits, lack of exercise, and 

other factors. The main cause of heart disease is a 

blockage of blood flow to the heart, which causes 

heart attacks, breathing problems, and shortness 

of breath, among other symptoms. This blockage 

is primarily caused by the growth of new 

substances inside the arteries, such as plague, 

which also obstructs blood flow throughout the 

body. As a result, it's critical to avoid such 

diseases and raise awareness about them. As a 

result, early identification of cardiac disease is 

critical. The heart is one of our body's most 

expensive and critical organs, so it requires 
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special attention. Most natural parameters are 

taken into account in this work, such as age, sex, 

blood sugar level, and accuracy is compared for 

several classification algorithms, such as Linear 

Regression, KNN, Navies Bayes, and XG-Boost. 

Based on the computed accuracy, a judgement is 

formed as to which algorithm is optimal for heart 

disease prediction. The following is how the paper 

is structured: The second half of the paper 

discusses related research on several 

categorization algorithms for predicting heart 

disease. Section 3 has a full description of the 

requested study, whereas Section 4 contains the 

results, and Section 5 contains the conclusion and 

future work. 

 

2. RELATED WORKS 

This section lists the works that are related to this 

one. In [1]a logistic regression model was 

employed to predict cardiac disease and its 

accuracy was tracked. In [2],K-nearest neighbour, 

decision tree, linear regression, and support 

vector machine (SVM) were used to predict heart 

disease, and the repository dataset was used for 

training and testing, with python jupyter 

notebook. Age, sex, obesity, blood pressure, 

cholesterol, and other variables have been utilised 

to accurately predict heart disease using Machine 

Learning methods such as Gaussian Nave Bayes, 

Random Forest, K-Nearest Neighbour, and 

Support Vector Machine in [3]. [4] employed the 

Decision Tree Algorithm and the Nave Bayes 

Algorithm to accurately forecast cardiac disease. 

 

[5]employed the Random Forest method, which is 

one of the most powerful algorithms among many 

classification techniques, and the file was read in 

csv format. Nave Bayes, Random Forest, Support 

Vector Machine, K-Nearest Neighbor, and 

logistic regression are all examples of decision 

trees. This study paper [6] used regression 

methods for effective cardiac disease prediction, 

and the performance was evaluated using 

parameters such as accuracy, ROC curve, 

precision, and so on. 

 

This suggested system makes use of the 

Cleveland heart disease dataset, as well as data 

mining techniques such as regression and 

classification. [7] employed three machine 

learning algorithms: random forest, decision 

tree, and hybrid model (a hybrid of random 

forest and decision tree). In [8] Decision Tree 

classification complements techniques based 

on Naive Bayes, Logistic Regression, Random 

Forest, SVM, and KNN. In [9], three strategies 

were employed to choose candidate feature 

subsets: mean Fisher score-based feature 

selection algorithm, forward feature selection 

algorithm, and reverse feature selection 

technique. 

 

To identify cardiac illness, [10] uses a rough sets-

based attribute reduction and a 23-interval type-2 

fuzzy logic technique (IT2FLS). Six machine 

learning algorithms were used to assess heart 

disease prediction in [11]. KNN, Decision Tree, 

Naive Bayes, Logistic Regression (LR), Support 

Vector Machine (SVM), Neural Network, and 

Vote are the seven methodologies used in this 

study report [12] to evaluate heart sickness (a 

hybrid technique combining Nave Bayes and 

Logistic Regression). 

 

The Cleveland dataset [13] , which is a dataset 

from UCI heart disease, was used in this study, 

and the prediction was performed. The prediction 

model in [14] is built utilizing a variety of feature 

combinations and various well-known 

classification algorithms. In comparison to other 
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proposed models or systems, this proposed work 

[15]  performs better. 

 

The proposed technology can quickly distinguish 

between those with heart disease and those who 

are healthy. Receiver optimistic curves and area 

under the curves were also computed for each 

classifier. [16] employed all of the classifiers, as 

well as feature selection techniques, pre-

processing methods, validation methods, and 

classifier performance evaluation measures, to 

make it easier to identify and classify persons 

with heart disease from healthy people. This 

study [17] uses a backpropagation neural network 

(RS-BPNN) and is divided into two parts. In the 

first stage, missing values are identified, the data 

set is smoothed, and feature selection is 

performed. Backpropagation neural networks are 

used in the second stage of classification. In [18], 

the Nave Bayes and KNN algorithms were used. 

 

Three steps were completed in [19], including 

data gathering, user registration, and 

classification technique selection. [20] employed 

a hybrid model, which included Nave Bayes, 

ANN, SVM, and Hybrid Nave Bayes, SVM, and 

ANN, to predict cardiac disease. The comparison 

was based on classification techniques' accuracy, 

specificity, and sensitivity. 

 

 

3. PROPOSED WORK  

Researchers employed a variety of categorization 

algorithms to determine the best algorithm for 

predicting heart disease. The proposed 

classification system is illustrated as a block 

diagram in Figure 3.1. 

 

 
Figure 3.1 Block diagram of the proposed system 

 

3.1 Dataset 

The Statlog heart disease dataset from the UCI 

machine learning lab is used in this work (Figure 

3.2). This collection contains 270 samples, 150 of 

which are free of heart disease or do not have 

heart disease, and 120 of which do. In order to 

predict the existence or absence of heart illness, a 

total of 13 features were examined. A list of 13 

different parameters that were studied for 

prediction is shown in Figure 3.2. 

 
Figure 3.2 Statlog Dataset 

 

3.2 Data pre-processing 

The first part of our procedure, which involves 

using a dataset obtained from UCI as input, 



  
International Journal of Scientific Research and Engineering Development-–Volume 8 Issue 5, Sep - Oct 2025  

                   Available at www.ijsred.com                                 

 

ISSN: 2581-7175                                            ©IJSRED: All Rights are Reserved                                          Page 829  

consists of 270 records. Data is frequently 

insufficient and inconsistent. Machine learning 

algorithms are substantially influenced by 

inconsistent and incomplete datasets. The missing 

values and null values in the heart disease data set 

were examined since null values have a 

significant impact on the conclusions obtained 

from the data. These inputs will be subjected to a 

pre-processing step. XG-Boost is the methods 

that are taken into consideration. Checking for 

nullity or missing terms in the dataset we've 

evaluated is one of the primary pre-processing 

strategies considered in the suggested system, and 

it's critical for improving the proposed system's 

accuracy. 

To check for nullity data1.isnull().sum() 

command is used in python jupyter notebook and 

its shown in Figure 3.3. From this Figure 3.3 its 

clear that the data set considered has no missing 

terms and its ready to undergo the next step that 

is feature selection. 

 

 
Figure 3.3 Pre-processing 

 

3.3 Feature Selection 

The main core notion of machine learning that 

aids in the improvement of a system's 

performance is feature selection. The main 

benefit of feature selection is that it improves 

accuracy and helps the system or classifier work 

better. It also aids in the reduction of over fitting 

and training time. In this work, a heatmap was 

created as shown in Figure 3.4, and histogram 

representations for various parameters in the 

selected dataset were created as shown in Figure. 

3.5. 

The connection between attributes may have an 

impact on the machine learning model's 

performance. To calculate data correlation and 

evaluate the relationship between attributes, 

utilise Pearson's Correlation Coefficient (PCC). A 

heatmap is a graphical representation of data that 

uses colour coding to indicate different values. 

Heatmaps can be used in a variety of analytics 

platforms, although they're most commonly used 

to show user behaviour on certain webpages or 

designs. 

 

 
Figure 3.4 Heatmap  

 

PCC ranges from 1 to -1, with a positive or 

negative number suggesting a strong positive or 



  
International Journal of Scientific Research and Engineering Development-–Volume 8 Issue 5, Sep - Oct 2025  

                   Available at www.ijsred.com                                 

 

ISSN: 2581-7175                                            ©IJSRED: All Rights are Reserved                                          Page 830  

strong negative correlation between the variables, 

and a value near to zero indicating a weak 

correlation. Figures 3.4 show the heatmap 

correlation between attributes for dataset 

considered. The green colour denotes a 

correlation near to 0, but the white and blue 

colours denote a correlation close to 1 and -1, 

respectively. 

 
Figure 3.5Histogram 

 

There are number of techniques for customising 

histograms. Hist (figsize=(12,12),layout=(5,3)) 

function has numerous attributes that can be used 

to modify a histogram. In Figure3.5 histogram 

representations of each parameter is shown which 

helps to classify each parameter into continues or 

categorical event. 

 

3.4 DBSCAN  

Density Based Spatial Clustering of Applications 

with Noise is what DBSCAN stands for. This is a 

clustering algorithm that primarily aids in the 

separation of high- and low-density clusters. 

 

 
Figure 3.6 DBSCAN 

 

 
Figure 3.7 Outlier detection 

 

Two parameters must be given when using 

DBSCAN: minpts (minimum point) and eps 

(equivalent to radius). DBSCAN considers three 

different types of points: core points, border 

points, and outliers. In Figure 3.6, these points are 

denoted by the letters A, B, and N, respectively. 

Three outliers were discovered in this study, as 

indicated by the black colour in Figure 3.7, and 

the minpts and eps values used to obtain these 

outliers were 5 and 8, respectively. 

 

3.5 SMOTEEN 

SMOTEEN is a hybrid strategy that aids in the 

removal of additional data points in order to 

improve accuracy. It's simply a mix of SMOTE 

and ENN methods. SMOTE means for Synthetic 

Minority Over-sampling Technique, which is an 
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oversampling technique, and ENN stands for 

Edited Nearest Neighbor, which is an under-

sampling technique that primarily uses KNN to 

locate the nearest neighbour. Prior to the use of 

SMOTEEN, the absence and presence of disease 

in this study were 134 and 109, respectively. The 

data was balanced after experiencing SMOTEEN 

methods. 

 

3.6 Classification Techniques 

There are many Classification models in machine 

learning which acts as a predictive model. Feature 

extraction is done based on the model considered. 

A classifier or a classification model is used for 

predicting categorical classes. As discussed 

earlier there are many machine learning 

classification techniques available among them in 

this work XG-Boost has been 

considered.Accuracy is calculated for the 

classification technique considered. 

 

3.6.1 XG-Boost 

XGBoost is an acronym for extreme gradient 

boosting. A gradient boosting framework is used 

by the XG-Boost classification algorithm. In 

contrast to regular gradients, optimal gradients 

help to reduce error for each iteration. It has a low 

computational cost, a rapid running speed, and 

good accuracy. The boosting is intended at 

transforming a base classifier into a classifier in 

order to attain good accuracy, as it is an 

ineffective ensemble learning approach. 

Furthermore, gradient boosting aims to improve 

resilience by lowering the algorithm's loss 

function along its gradient direction during 

iteration. Furthermore, as an implementation of 

the gradient boosting algorithm, XGBoost can 

take full advantage of multi-core CPUs for 

parallel processing and improve accuracy, 

significantly reducing computational loads and 

improving accuracy when compared to other 

widely used algorithms like decision trees and 

random forests. 

Ensemble learning is a method for systematically 

combining the prediction skills of several 

learners. The end result is a single model that 

combines the outputs of numerous models. The 

foundation learners, or models that make up the 

ensemble, could be from the same learning 

algorithm or from distinct learning algorithms. 

Bagging and boosting are two types of ensemble 

learners that are commonly utilized. Though these 

two strategies can be applied to a variety of 

statistical models, decision trees have been the 

most popular. 

XGBoost is a sort of supervised machine learning 

that is used for regression modelling and 

classification. XGBoost is a more advanced 

technique that uses gradient boosting DTs with 

numerous modifications in terms of 

regularization, loss function, and column 

sampling. Gradient boosting is a prediction 

approach in which new models are built and used 

to predict the error or residuals, and then the 

scores are summed to produce the final prediction 

result. The gradient descent approach is used to 

lower the loss score when constructing new 

models. To evaluate the model's performance, the 

objective function, which is made up of two parts: 

training loss and regularization, must be used. 

The regularizations term penalizes the model's 

complexity, preventing overfitting. The objective 

function is depicted using the equation : 

 

��∅� =  ∑ ��	
�, 	
�
 +  ∑ Ω����
        (1) 

 

The difference between the prediction 	
�  and the 

target 	
  is calculated using the differentiable 

convex loss function �. The regularized term Ω 

penalizes the model's complexity, while T is used 

to denote the number of leaves in the tree. 
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The XG - Boost models have the highest 

accuracy when it comes to predicting the 

presence or absence of heart disease. XG - Boost 

is a supervised machine learning technique for 

classification and regression. We chose XG-

Boost over other classification algorithms 

because it offers the best model performance and 

has a high-speed prediction property. To increase 

accuracy, this study used the outlier identification 

tool DBSCAN and data balancing using 

SMOTEEN before conducting XG – Boost. 

DBSCAN revealed three outliers, or unwanted 

locations, as seen in Figure 3.6.The data was then 

balanced using SMOTEEN, and the process was 

completed. 

Finally, this balanced data set is classified using 

the XG – Boost classifier. And it was determined 

that the accuracy was around 87.8%. 

 

4. RESULTS AND ANALYSIS 

The simulation has been performed using Python 

Jupyter. Simulation has been performed for each 

different classifier. Initially simulation is 

performed for pre- processing step, heat map 

extraction, histogram generator etc. before 

implementing classifier. The implementation 

steps carried out in this work are: 

a. Dataset updation 

b. Pre-processing 

c. Feature selection 

i. Heatmap 

ii. Histogram 

representation 

d. Splitting of dataset 

e. Outlier Detection using 

DBSCAN 

f. Data Balancing using 

SMOTEEN 

g. Classifier implementation 

i. XG- Boost 

h. Accuracy 

Work could be concluded by performing or 

implementing confusion matrix and accuracy 

comparison of four different classification 

techniques to obtain the best technique to detect 

or predict heart disease. 

 

4.1 Confusion matrix 

The model's four potential outputs were measured 

using a confusion matrix (see Figure 4.1):  true 

positive (TP), true negative (TN), false positive 

(FP), and false negative (FN). 

 
Figure 4.1 Confusion Matrixes of XG - Boost 

 

The number of subjects correctly classified as 

"positive" (presence of heart disease) and 

"negative" (healthy/absence of heart disease) is 

defined as TP and TN outputs, respectively, and 

the number of subjects incorrectly classified as 

"positive" (presence of heart disease) when they 

are actually "negative" (healthy/absence of heart 

disease) is defined as FP and FN outputs. 
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4.2 Accuracy  

Accuracy of the algorithms are depending on four 

values namely true positive (TP), false positive 

(FP), true negative (TN) and false negative (FN).  

 

 

Accuracy =  
������� 

�������������
                  (2) 

 

The numerical value of TP, FP, TN, FN defines 

as: 

 

TP= Number of persons with heart diseases 

TN= Number of persons with heart diseases 

and no heart diseases 

FP= Number of persons with no heart 

diseases 

FN= Number of persons with no heart 

diseases and with heart diseases 

 

After performing the machine learning approach 

for testing and training it is found that accuracy 

of the XG - Boost is much efficient. Accuracy 

should be calculated with the support of 

confusion matrix of each algorithm as shown in 

Figure 4.1 and the number of counts of TP, TN, 

FP, FN are given and using the equation of 

accuracy given by equation 2, value has been 

calculated and it is concluded that XG - Boost 

gives a accuracy of about 88.88% for the dataset 

considered 

 

5. CONCLUSION AND FUTURE WORK 

 

Many ways to predict heart disease using 

multiple machine learning algorithms has been 

learned from our research. A dataset for cardiac 

disease was obtained from the UCI Machine 

Learning Repository, which comprised its 

characteristics, and further classification models 

were applied to the Statlog dataset. To anticipate 

cardiac illness in a short amount of time, retrieve 

the results, and lower people's expenditure, our 

proposed methodology uses XG-Boost machine 

learning models. In the future, alternative 

machine learning classification algorithms, in 

addition to existing classification approach like 

XG - Boost algorithms, may be employed to 

predict or diagnose different diseases. The project 

can be improved or expanded in the future. 
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