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Abstract: 

Determining an individual’s blood type is an important procedure in medical practice, especially in 

emergencies where quick and precise results can save lives. Conventional methods usually involve invasive 

lab-based examinations, which are usually time-consuming and can slow down urgent medical decisions. 

This project introduces a non-invasive, a completely automated method for identifying blood groups using 

fingerprint images.The system relies on a Convolutional Neural Network (CNN), which processes 

fingerprint images to deliver quick and reliable predictions. Specifically a customized ResNet9 model, which 

enables accurate and rapid prediction,to process fingerprint images and classify them into the four main 

blood groups: A, B, AB, and O. A Flask-based backend is integrated with a web interface, enabling users to 

upload fingerprint images and instantly receive results. 
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I.   INTRODUCTION 
 

Determining an individual’s blood group is 

essential in medical practice, playing a key 

role in diagnosis, safe blood transfusions, 

and establishing biological relationships. 

Traditional blood group testing relies on 

laboratory procedures, it can be time-

consuming and require specialized 

equipment. By contrast, machine learning 

and computer vision provide a faster and 

more innovative alternative. In this study, 

deep learning techniques—specifically 

Convolutional Neural Networks (CNNs)—

are used to predict blood groups directly 

from fingerprint images. 

The system employs a deep learning model 

developed in PyTorch to classify fingerprint 

images into the four major blood groups: A, 

B, AB, and O. To enhance accessibility, the 

trained model is deployed within a Flask-

based web application, allowing users to 

upload fingerprint images and receive 

immediate blood group predictions. 

This method combines principles of 

biometric identification with medical  

I. diagnostics, delivering a fast solution, It is 

especially useful in situations where 

conventional laboratory testing is unavailable 

or impractical. 

 

II. RELATED WORK 

The possible connection has been a subject of 

investigation across multiple disciplines, although 

there is still no clear or universally accepted medical 

consensus. Early research in dermatoglyphics, led 

by anthropologists and forensic scientists, attempted 

to identify statistical relationships between the 

common fingerprint types— Earlier studies 

explored possible connections between fingerprint 

patterns—such as loops, whorls, and arches—and 

ABO blood groups. 

 Some research has suggested that loop patterns 

appear more frequently in individuals with blood 

group O, while whorl patterns are more common in 

those with blood group B. Nevertheless, these 

studies often relied on manual analysis and small 

sample sizes, which limited their reliability and 

broader applicability.  

Although they highlighted certain statistical trends, 

these traditional methods were not robust enough 

for accurate medical diagnosis. They also tended 

to ignore fine ridge details in fingerprints, which 

may hold additional information beyond the main 

pattern types.With the rise of deep learning in 

recent years, computational approaches have 

gained attention for predicting blood groups from 
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fingerprints. Several studies have explored 

machine learning techniques to automatically 

classify blood types based on fingerprint image 

data, offering the potential for more precise and 

scalable solutions. 

III. Methodology 

Proposed Methodology 

The proposed approach for the blood group 

prediction system is based on deep learning 

methods, image preprocessing, and web 

development to build an end-to-end solution. 

The key steps in the methodology are as 

follows: 

A fingerprint’s appearance can change 

significantly due to factors such as skin 

conditions, injuries, scars, dryness, sweat, 

smudges, or dirt. For instance, a fingerprint 

captured in a clean, controlled environment can 

appear significantly different compared to one 

collected in a humid or unclean setting. To 

handle such variations, the system must include 

an advanced preprocessing pipeline and be 

trained on a diverse dataset that reflects these 

real-world imperfections. 

Another major challenge lies in the natural 

variability of fingerprint patterns among 

individuals and across populations. Fingerprint 

features are not uniform; they differ and 

ethnicity. A model trained on data from only 

one demographic may struggle to perform well 

when applied to people from different 

backgrounds. This makes the creation of a broad 

and diverse dataset both difficult and essential. 

In addition, the biological connection between 

fingerprint structures and blood groups is still 

not clearly established. While some studies 

suggest statistical correlations, the relationship 

is complex and reduced to a simple one-to-one 

mapping. As a result, deep learning models 

must identify subtle and probabilistic patterns 

rather than relying on fixed rules. 

1. Data Collection: 

A diverse set of fingerprint images is gathered 

to train the deep learning model, with each 

image labeled according to the corresponding 

blood group (A, B, AB, or O).All images are 

preprocessed to ensure uniformity and 

normalization, making them suitable for input 

into the deep learning model. 

2.Deep Learning Model Development: 

A ResNet9 architecture is selected for the 

classification task. This convolutional neural 

network (CNN) includes multiple 

convolutional layers and residual 

connections to effectively extract features 

from fingerprint images. The model is 

trained on the collected dataset, employing 

data augmentation techniques to improve 

generalization and minimize overfitting. 

    3.Model Evaluation: 

The trained model is assessed using metrics 

such as accuracy, precision, recall, and F1-

score. The objective is to ensure high 

prediction performance in classifying blood 

groups from fingerprint images. 

 

4.Web Application Development: 

 

 A Flask-based web application is developed 

to allow users to interact with the model. 

The web interface includes functionality for 

users to upload fingerprint images and 

receive blood group predictions. The system 

includes error handling and validation 

mechanisms to ensure smooth user 

interaction. 

 

5..Deployment: 

The model is deployed to a server where the 

web application runs, allowing users to 

access it remotely and upload their 

fingerprint images for predictions. 

 

6. Testing and Feedback: 

The system is tested for usability and 

performance. Feedback is collected to refine 

the user interface and enhance the prediction 

accuracy. 

This methodology ensures a complete 

and effective system for blood group 

prediction from fingerprint images, 

integrating machine learning and web 

application deployment. 

 

 



 

 

4.1 Methodologies Diagram 

A methodologies diagram visually 

represents the steps and flow of the 

system design process. Below is a simple 

representation of the steps involved in the 

project: 

 

IV. Results and Discussion 

 
1.Details of patient   

     

  

  
     

 

2. Training Dataset 

 

 

3.predict blood group. 

 

3. Not Predicted        

 

V. Conclusion 

 
The Blood Group Detection System, which 

uses fingerprint images, effectively delivers 

a reliable, efficient, and easy-to-use 

solution for identifying blood groups. By 

combining advanced technologies such as 

Convolutional Neural Networks (CNNs) 

with a well-designed web interface, the 

system provides accurate predictions while 

ensuring a smooth and intuitive user 

experience. The key highlights and 

accomplishments of the system are outlined 

below: 

1. System Functionality: 

o The system processes fingerprint images 

uploaded by users and predicts blood 

groups accurately using the ResNet9 

model. 

o Pre-processing steps such as resizing 

and normalization ensure the 

consistency of input data. 

o The CNN architecture enables automated 

feature extraction and efficient 

classification, making it a highly effective 



 

 

solution for blood group prediction. 

2. Implementation Success: 

o The project successfully integrates 

machine learning with Flask, creating a 

seamless backend that supports real-time 

predictions. 

o Key features like image handling, 

preprocessing, and prediction are 

implemented with a high level of 

accuracy and reliability. 

3. Testing Outcomes: 

o Comprehensive testing validated the 

system across various scenarios, 

including functional, performance, 

usability, and edge cases. 

o Test cases for valid, unsupported, 

corrupted, and empty images, as well as 

concurrent user uploads and large-sized 

images, were all handled effectively, 

ensuring robust error handling and 

reliability. 
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