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Abstract: 
The study examines recognising vehicle attributes by studying their appearance in images, rather than 
focusing on facial recognition. A range of algorithms is reviewed to find out vehicle properties, whether at 
a broad level (vehicle types) or narrow level (model and type of vehicle). The paper explains two different 
methods: easy classification and adaptable metric learning. Simulating a situation involving vehicle 
attributes, we look into these methods and compare them in experiments. Using SVM, KNN, CNN and 
Linear Regression, our project predicts car models by combining recognised features of inference and 
patterns. This work uses the Stanford Cars dataset for its experiments and analysis. 
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1. Introduction 
Statistics used in designing and planning transport 
infrastructure are largely gathered through traffic 
monitoring. Even though tracking how many 
vehicles pass by reveals some facts, it fails to point 
out the finer details of how the traffic is flowing. 
One result of this could be learning about popular 
routes for drivers, as seen through comparisons 
between heavy vehicles versus light ones, as well as 
tracking individual vehicles. By having accurate 
and precise details, analysts can evaluate 
transportation users properly which is important for 
judging the effect of upcoming changes in the 
transport industry. 
 
Usually, people collect traffic data by going out to 
count cars or by performing roadside interviews in 
person. Even so, using these techniques may take 
away from enjoying your drive and sometimes they 

are not very efficient. Several technologies have 
been created to improve the process of collecting 
data. 
 
Inductive ground loops track the magnetism caused 
by passing vehicles and can roughly guess their 
types. Secondly, laser scanners are capable of 
collecting the same type of data. Additionally, 
experts have studied using audio to identify 
vehicles by studying key characteristics present in 
short audio frames. 
 
Because they are cheap and easy to find in the 
market nowadays, camera methods for traffic 
monitoring have grown popular recently. Thanks to 
cameras, we have a lot of information and can use 
different recognition methods as well. Unlike 
inductive loops and laser scanners, camera systems 
can make use of the latest trends in computer vision 
to classify different objects. 
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Improving computer vision methods has often been 
a challenge for cameras used in monitoring traffic. 
Still, with deep learning, this area has been 
transformed in important ways. In the last decade, 
image classification technologies have come very 
close to matching the accuracy people can achieve. 
Thanks to huge data collections, training and fine-
tuning these modern models has become possible. 

2. Literature Survey 

2.1 Using Hierarchies with Many Details 
for Correct Object Detection and 
Segmentation 
So far, performance in object detection has not 
improved much, so we propose R-CNN that pairs 
high-capacity CNNs with region proposals and as a 
result increases mAP by 30%. Cuts and segments 
various objects better when the data to label is not 
plentiful by first pre-training and then fine-tuning 
specifically for the subject matter. 

2.2 Vehicle Detection and Tracking is 
based on analysing the motion in car video 
records. 
The system uses real-time video analysis to 
maintain safety and assist in autonomous driving. 
We rely on geometry features and a hidden Markov 
model (HMM) to make vehicle detection strong, 
able to work in both day and night video conditions 
and allow studios to track vehicles almost instantly 
from car-mounted cameras. 

2.3 HybridNet: A Fast System for 
Detection of Vehicles in Autonomous 
Driving 
The HybridNet system runs in two stages and is 
designed to detect faces quickly with a high rate of 
accuracy. Compared to others, it improves on ideas 
created in the first step, doing so much faster and 
more accurately, as found on the KITTI and 
PASCAL VOC2007 datasets. 

2.4 Applying Convolutional Neural 
Network with YOLO for Finding People 
and Cars 
The paper introduces a modified version of YOLO 
to detect people in real time for ADAS. When 
Many CNN layers are applied, the system achieves 
both high reliability and good performance in 
ADAS systems. 
 

2.5 Exchange of Information Between 
Vehicles 
With plans made, cars will be able to warn drivers 
of hazards by 2020. First, systems will send alerts, 
while future ones will be able to control cars during 
emergencies and enable self-driving technology. 
The paper looks into V2V technologies and the 
effects they might have on traffic safety. 

3. System Analysis 

3.1 Existing System 
Unlike traditional approaches in classification, 
DNNs have proved to be highly effective. DNNs 
can understand more complicated patterns, so their 
training algorithms for identifying objects do not 
rely on manual design. Still, it is complicated by 
things such as different objects, their positions, 
overlapping objects and varying lighting. 

3.2 Proposed System 
Our aim is to use machine learning such as SVM, 
KNN, CNN and Linear Regression, along with 
feature inference and pattern recognition, to predict 
car models. The car dataset from Stanford is what 
we use during the implementation. 

3.3 Feasibility Study 
The feasibility study cheques if the proposed 
system can work, function well and be financially 
feasible. 
 Minimum hardware or software is required 

for this system to run. Since the project 
makes use of existing resources and 
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technology available at NIC, it is cost-
effective. 

 
 The system is appropriate for the company’s 

operations. This has been created according 
to how users need it to work, so we do not 
anticipate any issues from them. Everything 
is planned in the project to help improve 
how the system utilises its resources. 

 
 Required technology is available and the 

system being suggested is able to carry out 
necessary processes and respond 
appropriately to queries. The system can 
handle more data and is always accurate, 
reliable and secure. You can develop AI 
using what your company already possesses 
and free software to fit it in with your 
current technology. 

4. System Requirements 
Specification 

4.1 The process of software development is 
called the Software Development Life 
Cycle (SDLC). 
What is meant by the term SDLC? 
The SDLC involves a series of steps that are 
organised to help create and maintain software 
applications. 
SDLC Phases: 

1. Gather Information: See what the client 
wants from the finished product. 

2. Prepare a document covering the whole 
design, including its functional and non-
functional aspects. 

3. Use UML to develop the main sections of 
Low-Level Design such as use case and 
sequence diagrams. 

4. Coding: Bring together and develop 
different software modules. 

5. Testing: Make sure that the system satisfies 
the client’s needs; make changes if needed. 

6. Push the application to the production 
environment when it has passed testing. 

7. Support: Supply help and updates to the 
system once it has been put into use. 

4.2 Checking the Software 
What does the term Software Validation mean? 
Software validation is used to ensure the software is 
how the business needs it and addresses what 
customers expect. It cheques whether the software 
operates properly in actual conditions, using the 
software requirements specifications (SRS). 
 
Once verification is complete, validation happens 
next and is generally the end stage of development. 

4.3 What the software needs to do 
Functional requirements specify what a system 
should do such as calculate information or handle 
data. They are taken from use cases and show the 
behaviour the system should display. All functional 
requirements are described by saying, "The system 
must do <requirement>." 

4.4 Requirements Other Than Functional 
Performance, security, usability and scalability are 
among the quality attributes set by non-functional 
requirements. Such requirements specify the limits 
the system must follow such as being able to handle 
10,000 users using the system at the same time. 
Advantages: 

 Helps maintain conformity with the 
standards set by law and work performance. 

 Boosts the user’s security and ease of usage. 
 
Disadvantages: 

 Might raise the costs and complexity 
involved in development. 

 After architecture is finalised, it can only be 
adapted with difficulty. 

Key Learning: 

 The focus of non-functional requirements is 
on the system’s speed, dependability and 
security level. 
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 When setting out functional requirements, 
you focus on actions and non-functional 
requirements dictate how these actions are 
carried out. 

 

5. System Design 

5.1 System Specifications 
Hardware Requirements: 
 

 
TABLE1 : HARDWARE-REQ 

5.2 System Architecture 
Python programming is used in the system to 
organise the architecture of a product so that 
hardware and software operate together and users 
can interact smoothly. 
 
 

 
Fig1 : Sys Architecture 

5.3 Overview of UML Diagrams 
UML is a common tool used to model object-
oriented programmes. This way of modelling can 
be applied everywhere to declare, describe, 
illustrate and document information about a system. 

UML drawings make it simpler to represent and 
model software designs and engineering methods. 
What UML tries to do: 
 
 Allow the user to easily design and describe 

systems using a drawing-based language. 
 Allow for the development of specific 

features. 
 Make it independent of both programming 

languages and the process of development. 
 Include collaborations, frameworks and 

components as part of the platform. 
 Support the use of OO (Object-Oriented) 

tools. 

 
Fig2: Uml Diagram 

6. Testing 

6.1 System Testing 
When the quality of the software is tested, it is to 
confirm that it performs according to the given 
requirements. Once each module is tested and 
combined, the entire system should be tested to 
match the original design. Our goal is to identify 
any issues that could affect how the system works 
and resolve them. At this stage, the software and 
hardware are tested to ensure they can communicate 
properly. 
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Testing has two main methods, known as black box 
testing and white box testing. In black box testing, 
the main objective is to cheque the external 
operations of the software, without looking at the 
internal workings. It allows you to notice if a 
function is absent, the interface isn’t working or the 
performance is off. White box testing, however, 
looks at the internal code to test the validity of 
every possible route, choice option and data 
structure. 
 
Tests are carried out on several different levels. 

 
 Unit testing makes sure that every module 

performs as expected, based on what it is 
designed to do. 

 In integration testing, various modules are 
checked to confirm they communicate with 
each other smoothly. 

 By conducting functional testing, you are 
checking that the system operates as 
intended for input, output and work 
requirements. 

6.2 Sample Test Case 

 
TABLE2 : SAMPLE TEST CASE 

7. Conclusion 
All things considered, our new convolutional neural 
network is both simple and extremely efficient. 
When it comes to object detection, the 
convolutional features from our system are more 
effective than the current image classification 

networks. Using our approach allows for greater 
accuracy, as it trades off some flexibility for more 
efficient and quicker processing in both parts of the 
process. Detecting noise from images is something 
out model does not handle at the moment and could 
be improved in the coming days. 
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