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ABSTRACT 

This system utilises machine learning methods to forecast hereditary diseases. These conditions also arise in individuals coming 
from families with faulty recessive or dominant genes. These rare diseases rarely impact more than one person per every thousand 
or million individuals. The goal of this system is to use family history information to estimate the risk that a person may inherit a 
disease. These machine learning models — decision trees and random forests — are used to create forecasts. Metrics such as 
accuracy, precision, recall and F1 score are used to gauge how well the algorithms are performing. These outcomes allow us to 
identify the algorithm that produces the most accurate forecasts. People can utilise this information to develop strategies for 
preserving their good health. The main diseases addressed by this system include diabetes, cancer, cardiovascular problems, nervous 
system defects and hair conditions. 
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1. INTRODUCTION 

The mechanism by which inherited characteristics are 
transmitted from one generation to the next accounts for both 
the stability of species and the diversity among 
individuals.[1] Genes convey the information that specifies 
how an organism’s traits (phenotype) are expressed inherited 
from its parents (genotype The genotype remains the same 
which varies because of the impacts that the surroundings 
have on the organism.[2], [3] 

Machine learning is now being used to help predict inherited 
diseases like cardiovascular disorders, diabetes, neuropathies 
and cancer.[4], [5] Many of these diseases share similar genes 
among family members.[8] Heart disease and diabetes can be 
more or less likely to develop in a child depending on whether 
the disease affects the parent’s genes. Knowing the nature of 
the genetic links helps us anticipate and often avoid these 
illnesses before they develop.[5], [6] 

We can forecast and prevent hereditary illnesses more 
effectively by analysing both people’s genes and their 
lifestyles together.[5] Machine learning helps to accurately 
determine these risks, giving clinicians powerful resources to 
make more informed decisions and improve the lives of 
patients in the years to come.[5], [7], [8] 

1.1 Problem Definition 

Hereditary diseases are diseases caused by problematic genes 
that families pass down. Typically, these conditions must be 
managed constantly and there are few good treatments 
available.[5], [6], [9] Receiving a diagnosis for one 
association member may make it likely that others in the 
family have an increased risk.[10] Families deal with 

problems related to medical issues, emotions and 
reproduction, including those about inheritance, testing 
before birth and what type of treatment to choose. Though 
there are no easy answers, it’s usually important to accept the 
situation.[5], [7], [11] 

1.2 Solution For Problem Definition 

There are different ways to predict hereditary diseases and 
one method is to analyze the historical genetic information 
passed down from a person’s ancestors.[12]The objective of 
this solution is to create a model that can quantify the risk that 
a person may develop a specific illness due to their 
genes.[13], [14] The model is designed using decision trees 
and random forests which are machines learning 
algorithms.[5], [15]Information on genetic heritage will be 
used to train these algorithms so they can effectively forecast 
whether someone is likely to develop a hereditary illness.[5], 
[6], [16], [17] 

1.3 Process Diagram 

 
Fig1: Process Diagram 
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A series of steps are taken to determine what diseases might 
be passed on to an individual. Here’s the outline: 

I. Data Collection: A file containing aggregated 
information, known as the hereditary dataset, is 
downloaded from different websites in the.CSV 
format.[16] 

II. Data Pre-processing: Dataset is pre-processed to 
suit the requirements of machine learning. This 
process becomes essential when working with real-
world data which is not always organized or ready 
to be processed by machine learning 
algorithms.[18], [19] 

III. Missing Data Removal: Missing data is filled using 
the techniques provided by the imputer library.[20], 
[21] 

IV. Encoding Categorical Data: Categorical variables 
are transformed into numerical values using integer 
or one-hot encoding.[22] 

V. Data Splitting: Data is separated into training and 
test sets which lead to better performance in 
predictive models.[23] 

VI. Model Training: A combination of techniques such 
as Decision Tree and Random Forest are used to 
train the model on the training data.[24] 

VII. Prediction & Evaluation: The prediction accuracy 
of each algorithm on the test data is compared to 
choose the best one.[17]

2. LITERATURE SURVEY 

2.1 Epidemiology and Risk Profile of Heart Failure 

Authors: Anh L. Bui, Tamara B. Horwich, Gregg C. 
Fonarow 
Methodology: 
The paper focuses on identifying the distribution and risk 
factors of HF in different populations, considering the 
differences between reduced and preserved ejection fraction 
types.[9], [10], [11] Main contributors to HF are ischemic 
heart disease, high blood pressure, being overweight and 
diabetes.[5] 

Advantages: 
Heart failure is a serious public health problem that requires 
effective disease prevention strategies. 

Disadvantages: 
The high cost of HF management presents a significant 
challenge to healthcare systems. 

2.2 Knowledge Discovery in Traditional Medicine 

Author: Int. J. Recent Technol. Eng 
Methodology: 
An in-depth review of 502 studies published between 2000 
and 2017 analyses how machine learning is applied in 
traditional medicine, synthesising findings by topic, 
methodology, benefits, drawbacks and results.[5], [9], [19] 

Advantages: 
Advocates deeper researches with high level methods 
including complex network analysis, genetic algorithm, 
etc.[5] 

Disadvantages: 
Certain potentially relevant studies were not searched and 
reflected literature gaps.[15] 

2.3 Hybrid System for Diabetes and Heart Diseases 

Authors: Humar Kahramanli, Novruz Allahverdi 
Methodology: 
This paper aims to design a hybrid learning system where 
ANN and FNN are integrated, and are used to classify the 
data of diabetes and heart disease. The accuracy of the 
method was 84.24% for diabetes and 86.8% for heart 
disease.[20], [22], [24] 

Advantages: 
The combination system enhances the accuracy and 
robustness of the classification.[20] 

Disadvantages: 
It exhibits a slowness and memory space deficiency 
compared with traditional multilayer perceptron 
networks.[15], [17] 

3. SYSTEM ANALYSIS 

3.1 Existing System 

The genetic diseases are transmitted between generations, 
from parent to child, by faulty genes. Chromosomes are 
important as they carry the genetic traits from parents to 
their children in humans. In the current system, analysis is 
conducted on data that relates to particular hereditary 
diseases like hereditary heart disease or hereditary 
diabetes.[22], [24] These data sets are conventional 
processed one at a time by using machine learning methods. 
But this kind of method also has some limitations, such as 
low prediction accuracy and then poor practical 
performance, which can be used for predicting only one kind 
of disease. [15], [17], [21] 

Although machine learning (ML) algorithms harbor great 
promise for use in conventional medical care, to date, there 
has been no systematic review and classification of the 
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applications in traditional medicine.[15] A systematic 
review was performed based on the Kitchenham method and 
the study analyzed data from the five databases dating from 
2000 to 2017.[22] A total of 502 studies were considered to 
be relevant to the application of machine learning in 
conventional medicine. 42 of these papers were included 
and classified into four categories on: 

1. The application domain of data mining techniques 
for traditional medicine 

2. The most frequently applied data mining 
techniques in TM 

3. (ADLS) are far from being guaranteed by these 
data mining methods. 

4. Performance assessment approaches of DM 
techniques in TM 

3.2 Proposed System 

The suggested method is meant to bypass some of the 
present approach’s drawbacks in regards to discovering 
genetic diseases that are handed down through 
generations.[15]The genetic data will be evaluated more 
accurately thanks to the implementation of machine learning 
techniques like Decsion Trees and Random Forest. Unlike 
the current model, ours does not only predict one disease, 
but instead looks at how different hereditary diseases could 
be passed on from each family to the next.[8], [10], [12] 

Using this approach, doctors hope to identify hereditary 
conditions early so that prevention can be possible. Greater 
efficiency and accuracy in predicting outcomes are achieved 
when the classification process of the system improves.[2] 
In addition, the system effectively deals with data, leading to 
more dependable and faster results. The success of the 
predictions will be measured to find which machine learning 
algorithm works best.[6], [7], [15] 

3.3 Analysis Model 

Each phase in the Waterfall Model builds on the last, with 
all being completed before the process moves ahead. It 
moves step by step, where the results from one step are used 
as guidance for the following one.[10] 

Phases: 

1. Requirement Gathering & Analysis: Capture and 
document system requirements. 

2. System Design: Make sure to understand what 
hardware, software and system architecture are. 

3. Implementation: Make system units and test each 
part of the system. 

4. Integration & Testing: Unite different parts and 
test the system from start to finish. 

5. Deployment: After testing the system successfully, 
let it go into the real world. 

6. Maintenance: Release new updates and manage 
any problems that crop up after deploying the 
software. 

Key Characteristics: 

• Sequential Process: No step is taken in this work 
until the previous one is completed. 

• Linear Approach: Advancement moves smoothly 
from the top to the bottom, just as a waterfall. 

• Defined Goals: Removal from the phase is 
possible only when its goals have been 
accomplished. 

 

3.4 MODULES: 

A. Data Selection and Loading 
The data is read from the file and loaded into the 
program by using pandas read_csv().[22] 

B. Data Preprocessing 
The process includes getting rid of missing values 
and converting categorical data into one-hot codes. 

C. Splitting Dataset 
To ensure the model is well-fitted, the data is split 
into sets used for training and sets used for 
testing.[20] 

D. Classification 

• Decision Tree: A tree-based model for 
classification. 

• Random Forest: Every decision is made using 
a set of decision trees for better precision. 

E. Prediction 
Predicts hereditary diseases, evaluated by accuracy, 
precision, recall, and F1 score.[20] 

4. FEASIBILITY STUDY 

A feasibility study offers main information about the project 
and deals with some important questions like: What is the 
problem? Is there a feasible solution? Is it worth solving? It 
allows us to figure out if the system can be put into 

Fig2: Waterfal-model 
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operation based on its technical, operational and financial 
expectations. The study includes: 

• Technical Feasibility 
• Economic Feasibility 
• Operational Feasibility 

4.1 Technical Feasibility 

It involves finding out if the necessary technology and skills 
are on hand. The system is feasible if: 

• Technological tools are available and can be used 
by students. 

• It can process larger amounts of data and remains 
trustworthy. 

• It ensures that prices are exact and simple to use. 

4.2 Economic Feasibility 

The step is about assessing if the benefits of the system are 
more than its costs. The cost of the project falls within the 
financial means when: 

• The improvements made outweigh what it costs to 
build and support the system. 

Since it does not cost much to set up and will earn a good 
profit, the project is considered worthwhile. 

4.3 Operational Feasibility 

It allows the team to determine if the system can be put into 
action using resources that are currently available. It is 
feasible if: 

• The work can be finished by the designated time 
and number of workers. 

• The system and its features satisfy what the users 
and clients require. 

• The project can be carried out without much 
investment and matches what the users are looking 
for which makes it suitable. 

5. SYSTEM REQUIREMENT SPECIFICATION 

5.1 Introduction 
The SRS is used to show what the system is supposed to do 
and includes both important functions and non-functional 
characteristics. Functional systems tell us how the system 
will operate, whereas non-functional ones specify issues like 
performance and quality. The business or systems analyst is 

tasked with creating the SRS which lists the following three 
requirement types: 

• Business Requirements: What must be delivered. 
• Product Requirements: The features and abilities 

of the system to satisfy the company’s 
requirements. 

• Process Requirements: Techniques and tools that 
must be implemented for the project. 

5.2  Functional Requirements 

What the system is required to do, along with calculations 
and data processing, is defined by the functional 
requirements. Essential functions that the system should 
have: 

• The model can estimate how outputs will turn out 
using the training data set. 

• Link hereditary conditions to the different diseases. 

5.3  Non - Functional Requirements 

They refer to aspects such as the performance of the system 
and contain: 

• Availability: It is always available and changes are 
applied with minimum disruption. 

• Flexibility: The system can add new modules 
without disturbing existing ones. 

• Portability: Operates on different platforms. 
• Scalability: Handles increasing loads and hardware 

expansion. 
• Usability: Users can figure out how to use the site 

with little effort. 

5.4 SYSTEM REQUIREMENTS 

5.4.1 Hardware Requirements 

 

5.4.2 Software Requirements 

 

TABLE1:HAREWARE REQ 
 

TABLE2:SOFTWARE REQ 
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6. CONCLUSION 

We carried out two methods for comparison in this study and 
the results were positive. From our results, it is clear that 
machine learning algorithms performed better than other 
traditional techniques. To check how well each method 
performed, we measured them by using the confusion matrix, 
precision, recall and F1 score. Out of all the features in the 
dataset, Random Forest achieved the best results once data 
was preprocessed. 

The purpose of the study was to predict hereditary traits using 
machine learning. In the data preparation stage, we cleaned 

the data and encoded labels using label encoding. After that, 
the data was reduced to important variables through feature 
selection and the data was then divided into a training set and 
a test set. With the rise in technology, machine learning is 
predicted to take on a bigger role in financial analysis. 

Although more people are now aware of health problems and 
are practicing yoga and dancing, the rise of technology 
continues to make it difficult to fight inactive lifestyles. All 
in all, machine learning approaches do well at predicting 
human genetic traits and their performance is measured 
mainly by the accuracy they achieve. 
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