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Abstract: 
People with epilepsy often have unprovoked, unexpected seizures that render them helpless and increase 

their risk of suffocation, fainting, or injury from automobile accidents. Machine Learning and AI 

nowadays are very useful. Researchers are using these technologies and techniques in medicine, etc.This 

research has effectively developed a machine learning model for logistic regression in this work, which 

outperforms the model that was previously employed in another investigation. Using a Logistic Regression 

classifier in MATLAB with 4500 observations per second and the default binary GLM LR 

hyperparameter, the datasets are split into 5-fold cross-validation with an accuracy of 72.5% with 667 

features and 2216 examples. This is very effective compared to the previous study, which used a 33% data 

split. Additionally, the confusion model's AUC curve of 0.7237 and logistic regression results indicate it is 

extremely promising. 
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I. INTRODUCTION 

Untreated epilepsy can be fatal, despite being a 

common neurological illness. All ages are affected 

by this illness. A seizure requires a sophisticated 

chemical shift in the brain's nerve cells. These 

chemical alterations occur in the positive and 

negative ion-containing nerve cells, which produce 

electrical signals [1].Individuals who have epilepsy 

experience unprovoked, unexpected seizures that 

leave them defenseless and leave them at risk of 

asphyxia, fainting, or harm from car crashes 

[2,3].Every shaking event has the potential to cause 

bodily harm and can linger for short or extended 

periods of time. Because epilepsy seizures 

frequently reoccur without warning or apparent 

underlying cause, those who have the condition can 

find it difficult to socialize to varied degrees. Most 

epilepsy cases have an enigmatic cause [4]. While 

certain forms of illness are directly linked to genetic 
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changes, most cases lack clear explanations. Some 

cases may be caused by brain injury, infections, or 

tumors [5].A transient aberrant electrical discharge 

that happens in the cerebral networks and lasts for 

less than a few minutes is the cause of an epileptic 

seizure (ES). In addition to being unpredictable in 

terms of intensity and length, ES attacks are 

difficult to forecast [6].Many people with epilepsy 

get better to the point that they no longer require 

medication, therefore not all occurrences of the 

condition are permanent. In over 70% of cases, 

medication can be used to control seizures [7].An 

especially useful diagnostic technique for 

examining the functional architecture of the brain 

during an ES attack is electroencephalography 

(EEG). With EEG, epilepsy prediction and 

treatment have been extensively researched. The 

non-Gaussian and non-stationary EEG signals are 

used to assess the electrical activity in the brain, 

which is then utilized to diagnose the many types of 

brain illnesses. The division of normal from 

pathological brain function is facilitated by the 

examination of EEG readings. Longer EEG 

recordings need to be examined to accurately 

predict epilepsy [8].The four distinct states of 

epileptic seizures are: the preictal state, which 

occurs prior to the onset of the seizure; the ictal 

state, which begins with the seizure and ends with 

an attack; the postictal state, which follows the ictal 

state; and the interictal state, which follows the 

postictal state of the first seizure and ends prior to 

the onset of the preictal state of a subsequent 

seizure [4].To address this issue, several research 

have used prediction techniques based on machine 

learning (ML) over the years. Deep learning (DL) is 

a sophisticated machine learning technique that 

uses a multi-layer hierarchical design to process 

data to identify patterns more precisely from 

enormous datasets [4,6,9,8,10,11].Artificial 

Intelligence are widely used in these days, from 

agriculture, to aquamarines and medical fields 

[24,25.30,31,32,33,34] 

II. RELATED LITERATURE 

Current seizure detection approaches rely on 

manually designed feature extraction methods from 

EEG signals, including time domain, frequency 

domain, time-frequency domain, and nonlinear 

signal analysis [12,13,14,15].Most of the methods 

make use of very simple algorithms, such as linear 

and non-linear SVMs, binary linear classifiers, k-

nearest neighbours, linear Bayes classifiers, and 

neural networks in some cases. Numerous methods 

employ algorithms tailored to individual patients 

[4].In one study, the Short-Time Fourier Transform 

was used to transform raw EEG data into a matrix 

that could be fed into a 2D CNN. The frequency 

and time axes would be included in the resulting 

two-dimensional matrix in this manner. Their goal 

was to forecast seizures that would occur five to 

thirty-five minutes in advance. They were able to 

get a sensitivity of roughly 0.81 on two datasets and 

0.75 on the third [16]. 

Convolutional neural networks tailored for ultra-

low power implantable microcontrollers were used 

in a different investigation to identify seizures early. 

They were able to identify the seizure six seconds 

ahead of time, with a median sensitivity of 0.96 and 

a median ROC-AUC of 0.89 across 24 individuals 

[17]. 

Three patients' more than one thousand seizures 

were studied by researchers. To create a model 

based on the knowledge they had acquired, they 

investigated theoretical ideas regarding epileptic 

seizures and how they could be predicted. They 

reduced the amount of data by using effective 

preprocessing techniques, and they also employed 

the Short-Time Fourier Transform to transform the 

time-series iEEG data into an image-like format 

that convolutional neural networks could use as 

inputs. Cooperative multi-scale CNNs are used in 

the proposed seizure prediction system to 

automatically learn features from iEEG data. With 

an average sensitivity of roughly 0.88 and ROC-

AUC of 0.84, the model outperformed earlier 

methods that attempted to predict seizures five 

minutes in advance [18,19]. 

The authors of a different study recommend 

applying deep learning to recognize seizures in 

pediatric patients. The ictal and interictal brain state 

signals are classified using the CHB-MIT dataset to 

apply the supervised classifier. neural network-

connected two-dimensional deep convolution auto-

encoder [20]. 
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The model presented in this study uses sampling 

approaches such as down sampling, random 

sampling, and the synthetic minority oversampling 

methodology to address the problems of data 

imbalance, low accuracy, and categorization. The 

heterogeneous deep ensemble model, which the 

authors proposed, has an F-measure value of 0.91 

and an accuracy score of 0.93 [21].Over the past 20 

years in particular, the use of logistic regression 

(LR) analysis as a statistical technique in medical 

research has increased [22]. When the goal of the 

research methodology is to determine whether an 

event happened rather than when it did, longitudinal 

research (LR) is employed (time course information 

is not used). It is frequently employed in research in 

the health sciences because it is especially suitable 

for models involving illness condition (diseased or 

healthy) and decision making (yes or no). More 

sophisticated versions, known as polychotomous or 

multinomial logistic regression, can handle 

scenarios in which the predicted variable falls into 

more than two categories [23].   

II.A. LOGISTIC REGRESSION 

Over the past 20 years in particular, the use of 

logistic regression (LR) analysis as a statistical 

technique in medical research has increased. When 

the goal of the research methodology is to 

determine whether an event happened rather than 

when it did, longitudinal research (LR) is employed 

(time course information is not used). It is 

frequently employed in research in the health 

sciences because it is especially suitable for models 

involving illness condition (diseased or healthy) 

and decision making (yes or no). More 

sophisticated versions, known as polychotomous or 

multinomial logistic regression, can handle 

scenarios in which the predicted variable falls into 

more than two categories. Medical research is using 

Logistic Regression algorithm and more. A study of 

the factors that predict whether an intervention will 

result in an improvement or not, or the presence or 

absence of a disease in connection to various 

factors, are examples of how logistic regression is 

used in medicine.Medical research is using LR 

more and more [24,25]. A study of the factors that 

predict whether an intervention will result in an 

improvement or not, or the presence or absence of a 

disease in connection to various factors, are 

examples of how logistic regression is used in 

medicine [26,27,28]. 

In recent study, Logistic regression approach for 

detecting epileptic seizures in EEG signals: the 

model employed test spilt, which accounted for 33% 

of the dataset for validation. The model's validation 

accuracy is 63.9%, and its training accuracy is 

66.92%. False-positive rate: 32.83%, false-negative 

rate: 0.0%, true-negative value percentage: 67.17%, 

true-positive value percentage: 0.0%. that is quite 

low. In this Research, we will use logistic 

regression with 5 cross fold validation to compare 

the previous study results and assume that it will 

improve the accuracy of detecting epileptic seizures. 

 

III. METHODOLOGY 

In the figure below, it shows the conceptual 

framework of this research.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

A. Datasets 

The datasets were obtained in Kaggle [29] it 

consists of 2217 datasets and records of different 

EEG readings, and it will be cross validated by one 

of our Neurologist authorsfor the integrity of results. 

B. MATLAB Software 

MATLAB's Image Processing Toolbox offers an 

extensive collection of industry-standard graphical 

tools and techniques for imageprocessing, analysis, 

 
FIGURE 1. CONCEPTUAL FRAMEWORK 
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creation of algorithms, and visualization

MathWorks product MATLAB 

popularity as a tool for rapid development in recent 

years. Its numerous Toolboxes, robust interface, 

and ease of use make it a preferred tool across 

numerous fields, including medical image 

processing [36]. In this study we will use 

MATLABR2023B for machine learning process.

 

C. Importing Datasets 

Figure 2. EEG Dataset Importation using MATLAB.

 

In Figure 2, shows the some keypoints 

values extracted from brain using EEG

C4, P3, O4 etc. with a total of 667 features 

extracted from brain, 

D. Classification Learner 

Figure 3. Data Preprocessing 
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creation of algorithms, and visualization [35].The 

has gained 

popularity as a tool for rapid development in recent 

s. Its numerous Toolboxes, robust interface, 

and ease of use make it a preferred tool across 

numerous fields, including medical image 

In this study we will use 

for machine learning process. 

 
ation using MATLAB. 

In Figure 2, shows the some keypoints 

using EEG such as C3, 

with a total of 667 features 

In Figure 3. It shows the preparation of datasets 

to learn in MATLAB classification learner. It splits 

the data into cross validation folds of 5

features with 2216 samples. 

IV. RESULTS AND DISCUSSION

After importing datasets and preprocessing, we 

trained our datasets to Binary GLM Logistic 

Regression Algorithm with 72.5% Accuracy 

surpassing the previous study with 66.92% with 

4500 observations processed per second with 

training time of 85 seconds with preset binary GLM 

Logistic Regression hyperparameters.

As shown in figure 4, the confusion matrix of the 

trained model is quite promising, with the true 

positive of 861, false positive of 315, false negative 

of 295, and true negative of 725. Meanwhile in 

figure 5, the roc curve of the model has AUC or 

Area Under the ROC Curve which 

ROC curve in two dimensions is measured

0.7237 AUC. In table 1 it shows how accuracy 

matrix was calculated. 

TABLE I 

ACCURACY FORMULA

ACCURACY TRUE POSITIVE + TRUE 

NEGATIVE

(TP + TN+ 

 

A. Accuracy Matrix 

 

Figure 4. Confusion Matrix
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In Figure 3. It shows the preparation of datasets 

classification learner. It splits 

the data into cross validation folds of 5 with 667 

ISCUSSION 

After importing datasets and preprocessing, we 

trained our datasets to Binary GLM Logistic 

Regression Algorithm with 72.5% Accuracy 

surpassing the previous study with 66.92% with 

4500 observations processed per second with 

training time of 85 seconds with preset binary GLM 

meters. 

As shown in figure 4, the confusion matrix of the 

trained model is quite promising, with the true 

positive of 861, false positive of 315, false negative 

of 295, and true negative of 725. Meanwhile in 

figure 5, the roc curve of the model has AUC or 

Area Under the ROC Curve which under the whole 

ROC curve in two dimensions is measured has 

0.7237 AUC. In table 1 it shows how accuracy 

FORMULA 

TRUE POSITIVE + TRUE 

NEGATIVE 

(TP + TN+ FP + FN) 

fusion Matrix 
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Figure 5. Roc Curve of the trained model

 

CONCLUSIONS 
Even though epilepsy is a common neurological 

condition, it can be fatal if left untreated. This 

disease affects people of all ages. A complex 

chemical change in the nerve cells of the brain is 

necessary for a seizure. In this study, we 

successfully created a Logistic regression machine 

learning model that surpasses the previous model 

that was used in past study. With the accuracy of 

72.5% with 667 features and 2216 examples Using 

Logistic Regression classifier in MATLAB with 

4500 observations per seconds and default binary 

GLM LR hyperparameter splitting the datasets into 

5-fold cross validation which is very effective 

versus the last study which they use 33% data split. 

It also shows the confusion model is quite 

promising in logistic regression and AUC curve of 

0.7237. Overall, the model that was developed in 

this research successfully outperforms the past 

studies. 

 This study is just a preliminary research and 

foundation for the EEG results using logistic 

regression. Moreover, it is recommended to collect 

more datasets, validate more, and use image 

processing techniques as well as other binary 

classification techniques and DL models such as 

YOLO, Faster RCNN, Mobilenet SSD v2 and 

applied it in real life. 
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Figure 5. Roc Curve of the trained model 

Even though epilepsy is a common neurological 

condition, it can be fatal if left untreated. This 

disease affects people of all ages. A complex 

chemical change in the nerve cells of the brain is 

necessary for a seizure. In this study, we 

successfully created a Logistic regression machine 

learning model that surpasses the previous model 

that was used in past study. With the accuracy of 

67 features and 2216 examples Using 

Logistic Regression classifier in MATLAB with 

4500 observations per seconds and default binary 

GLM LR hyperparameter splitting the datasets into 

fold cross validation which is very effective 

they use 33% data split. 

It also shows the confusion model is quite 

promising in logistic regression and AUC curve of 

0.7237. Overall, the model that was developed in 

this research successfully outperforms the past 

ry research and 

foundation for the EEG results using logistic 

regression. Moreover, it is recommended to collect 

more datasets, validate more, and use image 

processing techniques as well as other binary 

classification techniques and DL models such as 

Faster RCNN, Mobilenet SSD v2 and 
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