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Abstract: 
Epilepsy is a persistent non-communicable brain condition. Epilepsy can be hereditary or result from an 
acquired brain injury, such as a stroke or trauma. In addition to strange actions, symptoms, and sensations, 
a person experiencing a seizure may possibly lose consciousness. According to estimates from the World 
Health Organization (WHO), 50 million people worldwide experience epileptic seizures; most of these 
cases are asymptomatic. The EEG signals are deconstructed using multiscale principal analysis, empirical 
mode decomposition, and feature extraction and selection methods that need statistical characteristics. 
Numerous industries use artificial intelligence, including aquaculture, agriculture, and medicine. Artificial 
intelligence approaches have enabled tackling the problem by introducing new technologies. Using 
Ensembled Bagged Trees, we can create a model that can classify epileptic seizures with 83.7% Accuracy, 
AUC of 89% indicates a surprising result using MATLAB’s Ensembled Bagged Trees. 
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I. INTRODUCTION 

A chronic, non-communicable brain disorder is 
epilepsy. Epilepsy can be brought on by an acquired 
brain problem, such as a stroke or trauma, or it can 
be inherited. When someone is having a seizure, 
they may even lose consciousness in addition to 
displaying odd behaviours, symptoms, and 
sensations. The World Health Organization (WHO) 
estimated that 50 million people worldwide suffer 
from epileptic seizures; most of them are 
asymptomatic. This is based on the organization's 
most recent evaluation.A "seizure" is a paroxysmal 
disruption of brain activity brought on by an 
excessive, hypersynchronous neuronal firing. 
"Epileptic seizure" is a term used to differentiate 

between a seizure brought on by aberrant firing of 
neurons and a non-epileptic event, like a 
psychogenic seizure. Recurrent, spontaneous 
seizures is called "epilepsy" [1].Recurrent, 
spontaneous seizures is called "epilepsy." There are 
several causes of epilepsy, and they are all related 
to underlying brain dysfunction [2].An epileptic 
seizure (ES) is caused by a transitory aberrant 
electrical discharge that occurs in the cerebral 
networks and lasts for less than a few minutes. ES 
attacks are not only hard to predict in terms of 
duration and strength, but they are also 
unpredictable [3].Not all cases of epilepsy are 
irreversible because many people with the condition 
improve to the point where they are no longer in 
need of medicines. Medication can manage seizures 
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in more than 70% of instances [4].Later, in 1929, 
Hans Berger placed electrodes connected to a 
galvanometer on the skull to demonstrate EEG 
impulses' existence [18]. In addition to feature 
extraction and selection techniques that need 
statistical features, multiscale principal analysis and 
empirical mode decomposition are employed to 
break down the EEG signals [12].Artificial 
intelligence is applied in many industries, including 
medicine, agriculture, and aquaculture. With the 
advent of new technology, that problem can be 
solved using artificial intelligence techniques. 

II. RELATED LITERATURE  

A survey of scalable technology for predictive 
analysis and early screening for diseases associated 
with a lifestyle is conducted. Investigates several 
types of AI using massive amounts of data in 
medical technology [5-6]. Recent research has 
examined how machine learning and deep learning 
approaches can be effectively applied to improve 
medical breakthroughs such as predicting Skin 
Cancer Diseases, breast cancer and malignant cells 
etc.The research by Usman et al. [11] suggested a 
method for extracting characteristics from EEG 
signals that uses empirical mode decomposition 
(EMD) and extracted time and frequency domain 
information. Here, the CHB-MIT dataset is 
employed. The average forecast time on the scalp 
for every individual in the sample is 23.60 minutes, 
and the model has yielded a higher true-positive 
rate of 92.23%.Potapov's research has shown that 
signal preprocessing can remove information that is 
essential for classification while still extracting 
useful features and suppressing noise. Original data 
must be considered for the signal classification 
approach since the classification accuracy 
influences the original data [13].To distinguish 
between epileptic signals and those that are not, the 
authors of this work [14] used fuzzy logic in 
conjunction with a genetic algorithm. To determine 
the precise risk for seizure detection, they devised 
several techniques and binary genetic algorithms to 
quantify the risk component. 

A study conducted by Raghu Et. Al [15], the 
authors employed CNN and transfer learning to 
classify seven types of seizures with non-seizure 
EEG using a corpus of EEG data from Temple 

University Hospital. The purpose of this study is to 
perform a multiclass categorization. The signal was 
first converted into a spectrogram before being sent 
as input to CNN. Numerous DL pre-trained 
networks were used to select the optimal network 
for the investigation. The two best models for 
categorization accuracy employed in this study 
were 88.30% (Inceptionv3) and 82.85% 
(Googlenet). 
EEG data were classified into ictal and interictal 
categories in a different investigation. When trying 
to comprehend brain output, the main issue here is 
the non-stationary and non-linear nature of the EEG 
signal. To develop a method for epileptic seizure 
identification on the CHB-MIT dataset that 
combines fuzzy-based and traditional machine 
learning approaches, the focus is on feature 
extraction from seizure EEG recordings [16]. 
Another study detects epilepsy by manually 
observing EEG data, which makes the transition to 
an automated diagnosis system both challenging 
and straightforward. Utilized is the Bonn EEG 
Dataset. With a 94.7% accuracy rate, the authors 
suggested using a least squares support vector 
machine (LSSVM) as a superior method for solving 
linear equations [17]. 
Ensemble Tree 

A collection of classifiers built using a specific 
algorithm is called an ensemble. The predictions of 
each classifier in the ensemble are combined to 
classify each new example. According to Breiman, 
these predictions can be combined by adopting 
more complicated combinations or by taking the 
majority vote (for classification tasks) or the 
average (for regression tasks) [26,27,28]. Decision 
trees and related ensembles are a common set of 
techniques for classifying medical data in decision 
support systems. They are continuously being 
created by scholars [30]. Tree-based ensemble 
learning methods perform better than other ML 
techniques, according to Merghadi et al. [29]. 
 

III. METHODOLOGY 

The datasets used in this study came from Kaggle; 
it will be cross validated for findings integrity by 
one of our Neurologist writers and comprises 2217 
datasets and recordings of various EEG 
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readings.The Image Processing Toolbox in 
MATLAB provides a wide range of industry
standard graphical tools and methods for processing, 
analyzing, creating algorithms, and visualizing 
medical images [31].In recent years, the 
MathWorks software MATLAB has become more 
and more well-liked as a quick development tool. 
Its many Toolboxes, sturdy design, and user
friendliness make it a popular tool in many domains, 
including medical image processing. MATLAB 
R2024a will be used in this work to facilitate 
machine learning. 
 
A. Dataset Importation 

 
Figure 1. EEG Dataset Importation using MATLAB.

 
 

 

Figure 1 shows that the EEG Dataset was 
imported, and it has 667 manual features extracted 
that help to classify whether that patient has 
epilepsy or not. 
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shows that the EEG Dataset was 
imported, and it has 667 manual features extracted 
that help to classify whether that patient has 

B. Classification Learner  

Figure 2. Classification Learner Session 
 

Figure 2 shows that the holdout validation was 25% 
and 75% for training with 2217 
shows the first 6 predictor features

IV. RESULTS AND DISCUSSION

After importing and preprocessing the datasets, 
we trained them using the Ensemble Bagged Trees 
Algorithm. The model achieved an accuracy of 
83.7%, as shown in Figure 3
observations per second during training, which took 
35.7 seconds. The model utilized a maximum of 
2207 splits and included 30 learners in the 
ensemble.As illustrated in Figure 
matrix of the trained model is quite promising. It 
shows the following results: True Positives (TP): 
252, False Positives (FP): 45, False Negatives (FN): 
45, True Negatives (TN): 210
indicate that the model correctly identified 252 
positive cases and 210 negative cases, while it 
incorrectly identified 45 positive cases as negative 
and 45 negative cases as positive

 
 
 

Figure 4. Accuracy Validation 
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Figure 2. Classification Learner Session preprocessing. 

shows that the holdout validation was 25% 
 samples, and it 

shows the first 6 predictor features. 

ISCUSSION 

After importing and preprocessing the datasets, 
Ensemble Bagged Trees 

Algorithm. The model achieved an accuracy of 
3, processing 3300 

observations per second during training, which took 
35.7 seconds. The model utilized a maximum of 
2207 splits and included 30 learners in the 

As illustrated in Figure 5, the confusion 
matrix of the trained model is quite promising. It 

True Positives (TP): 
252, False Positives (FP): 45, False Negatives (FN): 
45, True Negatives (TN): 210. These values 

hat the model correctly identified 252 
positive cases and 210 negative cases, while it 
incorrectly identified 45 positive cases as negative 
and 45 negative cases as positive 

 
Figure 4. Accuracy Validation of 83.7% 
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Figure 5 Confusion Matrix 

TABLE I 
ACCURACY FORMULA 

ACCURACY TRUE POSITIVE + TRUE 
NEGATIVE

(TP + TN+ FP + FN)
. 

Figure 6 AUC Curve 
 

In Figure 6, the ROC curve of the model is depicted, 
demonstrating its performance across different 
threshold values. The Area Under the ROC Curve 
(AUC) is a crucial metric for evaluating the model's 
ability to distinguish between classes. Our model 
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, the ROC curve of the model is depicted, 
demonstrating its performance across different 

the ROC Curve 
(AUC) is a crucial metric for evaluating the model's 
ability to distinguish between classes. Our model 

achieved an AUC of 0.89, which signifies a high 
level of performance, as the AUC value ranges 
from 0.5 (no discrimination) to 1 (perfect 
discrimination).Table 1 provides a detailed 
breakdown of how the accuracy metrics were 
calculated. It shows the contributions of true 
positives, false positives, true negatives, and false 
negatives to the overall accuracy, reflecting the 
model's performance in various aspects. The 
accuracy, confusion matrix, and AUC collectively 
demonstrate the Ensemble Bagged Trees 
Algorithm's robustness and effectiveness in this
application. 
 

V.CONCLUSIONS 
Using our pre-processed datasets, we trained and 
evaluated the Ensemble Bagged Trees Algorithm in 
this study. The results we obtained are impressive 
and show the algorithm's effectiveness and 
dependability. Our efforts have yielded 
important conclusions that highlight the advantages 
and possibilities of our machine
methodology.First, the model performed admirably, 
with an accuracy of 83.7%. This high degree of 
precision indicates that the Ensemble Bagged Trees 
Algorithm successfully identified the underlying 
patterns in the data, allowing it to provide accu
predictions. In addition, the model trained quite 
quickly, analyzing 3300 observations per second 
and finishing the training in just 35.7 seconds. This 
efficiency demonstrates the algorithm's 
applicability for large-scale applications where time 
is crucial and highlights 
efficacy.The ROC curve study further validated the 
model's robustness, which showed an Area Under 
the Curve (AUC) of 0.89. The model's excellent 
discriminative capacity is demonstrated by its high 
AUC value, which also shows how well it can 
discriminate between positive and negative classes 
at various threshold values. AUC 
measure of model performance and
number near 0.9 here emphasizes how well the 
Ensemble Bagged Trees Algorithm works in this 
situation.As a result of research
concluded that the Ensemble Bagged Trees 
Algorithm is a very reliable and accurate model. 
The robustness and practical deployment 
possibilities of the model are demonstrated by the 
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high AUC value and favorable results obtained 
from the confusion matrix. This work demonstrates 
the great potential of ensemble approaches in 
machine learning and opens up new avenues for 
investigation and improvement in further studies. 
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