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Abstract: 
Heart disease is a common type of disease. That includes many types of heart problems. Heart disease is also called cardiovascular Disease 

(CVD). Cardiovascular disease is a disorder of the heart or blood vessels. Heart disease is the leading cause of death Universally, taking 

approximately 17.9 million lives each year according to the World Health Organization (WHO). To stave off Heart disease there are various 

machine learning algorithms to predict Heart disease. In this paper, XG-Boost, Random forest and Extra Trees classifier is used. Among this, 

all three algorithms are used using Bayesian optimization to find the best model. The Heart Disease dataset which is the Heart Disease 

Prediction Dataset collected from Kaggle. The Overall research is referred from (1) and future work of this research is completed. In that 

paper XG-Boost model gave more accuracy and in this research RF model gaveMore accuracy. 
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I. INTRODUCTION 

Heart disease is a big problem or challenge for Healthcare 

Organizations or the area of clinical data analysis. There are 

several number of death cases related to heart and their 

counting increasing fast day by day. Common symptoms/ 

reasons of heart disease are high blood pressure, unhealthy 

diet, high cholesterol, diabetes, air pollution, obesity, tobacco 

use, kidney disease, physical inactivity, harmful use of alcohol, 

and stress. To solve all problems or to predict the disease the 

ML model is used. In this research trying to predict a heart 

Disease using XG-Boost (Extreme Gradient 

Boosting)Classifier, RF (Random Forest) model classifier , 

ET(Extra Tree) model classifier .XG-Boost is an improved 

distributed Gradient boosting library designed for efficient and 

scalable Training of machine learning models. It is an 

ensemble Learning method that combines the predictions of 

multiple Weak models to produce a stronger prediction. In this 

research,Bayesian Optimization technique is used to XG-

Boost hyper-Parameter tuning to improve the prediction 

results. After the Final proposed model compared with other 

machine learning Models, the RF(Random Forest) model 

gives more accuracy Among the both models namely 

Proposed model and Extra Tree. The results calculated that the 

RF model shows better Performance among two models. 

 

II. LITERATURE REVIEW 

Previous studies for predicting heart disease using machine 

learning algorithms. 

In this paper, (Budholiya et al., 2022) heart disease predict 

using ml models such as XG-Booster,RF, and ET model using 

Bayesian Optimization, and the XG-Booster modelsgivesmore 

accuracy which is 91%. 

In this paper, (Sharma et al., 2020)heart disease predict using 

ML algorithm RF, SVM, Naive Bayes, and DT for the 

development model. The SVM and RF models give more 

accuracy.The RF gives 99% SVM model gives 98% accuracy. 

In this paper,(Bhuyan & Mishra, 2022)heart disease predict 

using ML algorithms DT, KNN, LGBN, SCV,LR,RF, andNB. 

The KNN algorithm is gives more accuracy compared to all 

other algorithms. The accuracy rating is 85.71 %  

III. METHODS 

A. Description About Dataset & Software  
In this research, the Heart Disease Prediction dataset is used. 

The experiments were carried out on the Heart Disease 

Prediction dataset from the Kaggle. Attributes Information. 

There are 4 attributespresent in this dataset such Age, BP, 

cholesterol, and Heart disease. In this paper, the software tool 

used is the jupyter notebook the XGBOOSTER model and 

Random Forest, and Extra Tree all are implemented in Jupyter 

Notebook and the language used in Python. Table 1 represents 

the attribute of Heart Disease Prediction dataset.   
 

Table 1 

Features of heart disease dataset 

 

Sr. No Feature 

Description 

    Type 

1 Age Numerical 

2 BP Numerical 

3 Cholesterol Numerical 

4 HeartDisease Numerical 
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B. Train and test 

In this research,the training set contains 70% of the data 

whereas the test set contains 30% of the data. 

 

C. Evaluation Metrics 

In this research the efficiency of the proposed method used 4 

evaluation metrics such as accuracy, specificity, F1

area under the curve of the ROC chart 

. 

 

D. EXPERIMENT RESULTS OF XGBOOSTER

MODEL)  
In this research, the XG-Boost machine learning algorithm 

as a classifier is used for training and testing. In this 

experiment, the hyper parameter method is use

Boost algorithm. And it's maximized by the 

Optimization algorithm and using this optimization 

hyperparameter performance analysis. Using the Bayesian 

Optimization algorithm iterations, getting obtain an optimal 

set of parameters. In this experiment, 25 parameters are used. 

The Fig.1 shows the processed hyper-parameters in the hyper

parameter optimization stage. The proposed model evaluation 

shows in the Table 2. 

 

 
Table 2 

Performance of XG-Booster model 

 

Data Accuracy Specificity F1Score

Train  53 100 53 

Test 56 100 60 

 

 

Fig. 1simulation result of XG-Boost model

 

International Journal of Scientific Research and Engineering Development-– Volume 6 Issue 5, Sept

               Available at 

IJSRED:All Rights are Reserved                                       

training set contains 70% of the data 

In this research the efficiency of the proposed method used 4 

evaluation metrics such as accuracy, specificity, F1-Score, and 

XGBOOSTER (PROPOSED 

Boost machine learning algorithm 

for training and testing. In this 

is used for the XG-

by the Bayesian 

d using this optimization 

parameter performance analysis. Using the Bayesian 

Optimization algorithm iterations, getting obtain an optimal 

parameters are used. 

parameters in the hyper-

model evaluation 

F1Score 

Boost model 

 

 

Fig2 Simulation result of RF model

 

 

Fig3 simulation of ET model

 

E. Comparison of XG-Booster with Random 

Extra Tree  

In this research, the RF and ET model

theXG-Boost model. In both the RF and ET model

methodis applied. That the hyper parameter method 

RF and ET algorithm, and it's maximized 

Optimization algorithm and using this optimization hyper 

parameter performance analysis. U

Optimization iterations, getting obtain an optimal set of 

parameters. In this experiment, 25 set

used in both RF and ET algorithm

simulation result of the RF model and the 

simulation result of the ET model. All 3 AUC(ROC) graph

all models are shown in Fig. 4, Fig.5, F
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Fig2 Simulation result of RF model 

 

f ET model 

 

Booster with Random Forest , and 

and ET models are compared with 

RF and ET models, the same 

parameter method is use for 

RF and ET algorithm, and it's maximized by the Bayesian 

Optimization algorithm and using this optimization hyper 

nalysis. Using the Bayesian 

iterations, getting obtain an optimal set of 

25 sets of parameterswere 

both RF and ET algorithms. Figure 2 shows the 

RF model and the Fig.3 shows the 

ET model. All 3 AUC(ROC) graphs of 

5, Fig.6 respectively. 
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Fig4. ROC of XG-Boost 

 

 

Fig5.ROC chart of RF 

 

 

Fig6.ROC chart of ET model 
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IV. Result  

When compared with this experiment in 

model compared with the other two model

ET and applied to theCleveland heart disease dataset, and XG

Booster gave more accuracy compare

research. In this research, the XG-Boost model and 

two models such as RF and ET applied 

name is the Heart Disease Dataset. In that experiment same 

XG-Booster model was compared with 

such as RF and ET but the RF model gives mo

compared to the XG-Boost and ET 

model is shown in Table 3. 

Table3.  

Model Accuracy

RF 65 

XG-Booster 56 

ET 57 

 

 

V. Conclusion and Future Work 
In this research,there are 4 efficiency metric

accuracy, Specificity, F1Score, and AUC (ROC).A

all the experiments the RF model gives more accuracy 

compared to XG-Boost and ET model

there is a chance that this models accuracy can be 
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